
An Economic Analysis of Privacy Protection and Statistical
Accuracy as Social Choices

John M. Abowd1,3 Ian M. Schmutte2

1Associate Director for Research and Methodology and Chief Scientist U.S. Census Bureau

2University of Georgia

3Cornell University

SOLE 2018
Toronto, ON
May 4, 2018

Any opinions expressed in this talk are those of the authors and do not necessarily reflect the views of the
U.S. Census Bureau.



Problem

Data custodians trade off

I Providing detailed and accurate statistics

I Protecting privacy and confidentiality

What is the optimal tradeoff, given that the data have already been
collected?



Economic Approach

1. Finite resource: Information in an existing database

2. Competing uses:
I Statistical accuracy, versus
I Data privacy

3. An optimal allocation should equate
I Marginal Rate of Transformation
I Willingness to Pay (Marginal Rate of Substitution)

4. Accuracy and privacy are public goods



Social Welfare Maximization
Social planner’s problem: Maximize welfare subject to the PPF
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Motivation

I Database Reconstruction Theorem and Fundamental Law of Information Recovery
I [Dinur and Nissm (2003); Dwork, McSherry, Talwar (2007)]
I Publication of “too many” statistics with “too much” accuracy is blatantly

non-private



Model Overview

I Data Custodian

I Existing database, D

I Desired statistics, or queries, Q

I Publication mechanism: M(D,Q)



Differential Privacy and Inferential Disclosure
Mechanism M is ε-differentially private if

ln

(
Pr [M(x ,Q) ∈ B |x ,Q]

Pr [M(x ′,Q) ∈ B |x ′,Q]

)
≤ ε

[Dwork, McSherry, Nissim and Smith (2006)]

Properties
I Data reconstruction: ε bounds change in output from changing input

I Privacy loss: ε bounds “worst-case” update about x

I Composes: Losses due to multiple uses of the same data are “added up”

I Future Proof: Guarantees independent of outside knowledge

I Public: Mechanism and parameters can be published [SDL-aware analysis]



Application to Title I



Setting
I Title I funds appropriated by Congress to needy school districts

I DOE allocates to district ` using

A` = E` ×C`,

I A` is the authorization amount
I E` is the eligibility count
I C` is the adjusted per-pupil expenditure

I Census publishes Ê`

I Target Allocation: X = ∑L
`=1 E` ×C`

I Actual Allocation: X̂ = ∑L
`=1 Ê` ×C`



Publication Mechanism

I Database: Households with indicator for Title I eligibility and district geocode

I Queries: Count of Title I households by district (E`)

I Mechanism: Laplace Mechanism (Matrix Mechanism)
I Publish Ê` = E` + e`
I e` is Laplace noise with scale parameter ε−1

I Satisfies ε−differential privacy
I Accuracy:

I = −E

[
L

∑
`=1

(
Ê` − E`

)2
]
= −2L

ε2



Social Welfare Function

SWF = φ ∑
i

v Info
i (ε) + (1− φ)vData(I),

I Weight, 0 ≤ φ ≤ 1, on privacy preferences

I Information Utility: v Info
i (ε) = −ki ε [Ghosh and Roth (2015)]

I Data Utility: vData(I)
I Linear-quadratic in aggregate misallocation: W = (X̂ − X ) = ∑L

`=1 C`

[
Ê` − E`

]
I vData(I) = I ∑L

`=1
C2
`

L



Calibration

WTA ≡ dI
dε

=

(
φ

1− φ

)
N

k̄
C̄2

,

I L = 13,000 public school districts

I N = 46 million school-age children

I average squared spending, C̄2 ≈ 20 million

I k̄ = $1,400 (avg. cost of identity theft)

I Setting WTA = MRT

ε = 2.52×
(

φ

1− φ

)− 1
3



Calibration

η =
φ

1− φ

I η = 1

I ε∗ = 2.52
I RMSE : $2,509 (70 cents per student)

I η = N
POP−N ≈ 0.15

I ε∗∗ = 4.74
I RMSE : $1,334 (38 cents per student)

I Privacy advocates urge ε << 1

I Fix ε = 0.1
I RMSE :$63,000 ($18 per student)
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Future Work

I Better Models
I Evaluating technology in real-world use cases
I Demand for privacy
I Demand for accuracy

I Better data
I Census Bureau survey on privacy and accuracy attitudes
I Experimental measures of preferences
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